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Abstract— As a key enabling technology for 5G, network func-
tion virtualization abstracts services into software-based service
function chains (SFCs), facilitating mission-critical services with
high-reliability requirements. However, it is challenging to cost-
effectively provide reliable SFCs in dynamic environments due to
delayed rewards caused by future SFC requests, limited infras-
tructure resources, and heterogeneity in hardware and software
reliability. Although deep reinforcement learning (DRL) can ef-
fectively capture delayed rewards in dynamic environments, its
trial-and-error exploration in a vast solution space with massive
infeasible solutions may lead to frequent constraint violations and
traps in poor local optima. To address these challenges, we propose
a RuleDRL algorithm that combines the capability of DRL to
capture delayed rewards and the strength of rule-based schemes to
explore high-quality solutions without violating constraints. Specif-
ically, we first formulate the reliable SFC provision problem as an
integer nonlinear programming problem, which is proven to be
NP-hard. Then, we jointly design DRL and rule-based schemes
that are coupled to make the final decision and establish a bounded
approximation ratio in general cases. Extensive trace-driven simu-
lations show that RuleDRL can save the total cost by up to 65.67%
and improve the SFC acceptance ratio by up to 82%, compared to
the state-of-the-art solution.

Index Terms—Network function virtualization, edge computing,
5G, deep reinforcement learning.

I. INTRODUCTION

5G IS envisioned as an ideal infrastructure to support
numerous promising applications or services, and it
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includes two key enabling technologies, Network Functions Vir-
tualization (NFV) and Software Defined Networking (SDN) [1].
Among them, NFV abstracts hardware-based network functions
into software, which enables network functions to be flexibly
implemented on commodity servers. Then, the service can be
abstracted into a sequence of virtual network functions (VNFs),
called a service function chain (SFC) [2]. This greatly simplifies
service deployment and helps service providers save on CAPEX,
and OPEX [3], [4], [5]. Moreover, SDN physically separates the
network control plane from the forwarding plane, providing a
global view of the entire network for the network operators to
facilitate resource management [6].

In 5G networks, service failures are common due to software
or hardware factors [7]. Naturally, emerging mission-critical
applications urge network providers to support highly reliable
services, such as medical monitoring and industrial automation,
requiring 99.9999% reliability [8]. Frequent service failures can
lead to lost turnover, lost potential customers, tarnished brands,
and harm to corporate reputation. An effective way to support
these highly reliable services is to provide backup instances for
its component VNFs. Once a VNF fails, the traffic is redirected to
its backup instance, thereby maintaining the service and masking
the failure [9].

Although more backups could provide higher reliability,
this may incur higher resource costs. Thus, several existing
works [9], [10], [11], [12], [13] investigate how to back up
and deploy SFCs to meet their reliability expectations with
minimal resource cost. Then, efficient rule-based algorithms are
designed based on their insights, which can explore high-quality
solutions that satisfy constraints, such as computational capac-
ity and reliability constraints. However, their solutions rely on
assumptions such as sufficient memory, enough bandwidth, and
reliable hardware, which limit their practicality for bandwidth-
and memory-intensive VNFs.1 Moreover, these schemes usually
make one-shot decisions over individual SFC requests and fail

1Memory-intensive VNFs are common, such as IDS (Intrusion-Detection
System) and NAT (Network Address Translation), which are memory-intensive
to cache static rules and NAT tables [14], [15]. Bandwidth-intensive VNFs in-
volve virtual routers that intensively consume bandwidth to forward traffic [16].
Besides, for VNFs, there is a correlation between their memory and computing
capacity [17]. Memory-intensive VNFs typically require significant computing
capacity to process data efficiently. Then, we need to carefully allocate different
types of resources for cost efficiency.
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to capture delayed rewards brought by future SFC requests in
dynamic environments,2 resulting in sub-optimal solutions.

DRL is precisely designed to capture delayed rewards in com-
plex dynamic environments, where neural networks are used to
extract the hidden rules in complex environments by interacting
with them. As a result, several pioneering works [19], [20], [21],
[22] apply DRL to SFC provision and show excellent perfor-
mance and great potential. To further satisfy service reliability,
Jia et al. [23] first propose a rule-based scheme to determine the
number of backups to satisfy service reliability and then use DRL
to schedule VNFs intelligently. However, they invoke some strict
assumptions, such as that hardware reliability is homogeneous,
software failures are negligible, and such that the backup and de-
ployment problems are addressed separately. These assumptions
are usually not held in edge environments, where the reliability
of edge sites (ESs) is heterogeneous, and software reliability is
non-negligible for services with high-reliability requirements.
Moreover, the above-mentioned DRL-based schemes lack the-
oretical guarantees of performance.

In this paper, we study how to achieve reliable SFC provision-
ing cost-effectively in dynamic environments by considering
all the above-mentioned intrinsic and critical factors, includ-
ing heterogeneous hardware and software reliability, limited
memory, bandwidth, and computing resources. We model these
features and formulate the reliable SFC provision (RSFCP)
problem as a nonlinear integer programming problem, which
is proved to be NP-hard. To tackle this problem, we first exploit
a typical DRL algorithm, called Deep Deterministic Policy
Gradient (DDPG) [24], to capture delayed rewards in dynamic
environments, which can effectively handle our problem with
continuous state space and large-scale action space. However,
the solution space in RSFCP problem is huge, and trial-and-error
exploration in DRL can lead to long training times and poor local
optima (as shown in Fig. 1(a), DRL converges to a solution
worse than a simple rule-based scheme). Moreover, RSFCP
problem suffers from multifold constraints resulting in massive
infeasible solutions in the solution space, and trial-and-error
exploration leads to frequent constraint violations, which in
turn lead to low SFC acceptance ratios (as shown in Fig. 1(b)).
To address the above challenges, we incorporate a rule-based
scheme into DDPG, where DDPG is responsible for capturing
delayed rewards and outputting a fractional solution to guide the
rule-based decision. The rule-based scheme is designed based on
our insights (the least reliable VNF limits SFC reliability), which
prioritizes adding backup instances for the least reliable VNFs
and deploys these instances on ESs with sufficient resource
capacity under the guidance of the fractional solution to satisfy
SFC reliability without violating capacity constraints. Finally,
rigorous theoretical proof and trace-driven simulation results
verify our algorithm’s optimality, superiority, and robustness.

The main contributions of this paper are summarized as
follows.

2Delayed reward. In dynamic environments, the current decision determines
the immediate reward and the next state of the environment [18]. The delayed
reward is a metric to measure the benefits of the next state, which indicates the
impact of the current decision on the future, helping to achieve higher long-term
returns.

Fig. 1. Motivation. (a) DRL starts with a poor solution, requires long training
times, and gets stuck in poor local optima. (b) DRL suffers from frequent
constraint violations, resulting in low SFC acceptance ratios.

� To the best of our knowledge, we are the first to study
how to achieve reliable SFC provisioning cost-effectively
in dynamic environments, considering intrinsic and critical
factors, including heterogeneous hardware and software re-
liability and limited infrastructure resources. Specifically,
we formulate the reliable SFC provisioning problem as an
integer nonlinear programming and prove its NP-hardness.

� We design RuleDRL to combine the advantages of both
DRL and rule-based schemes, where DDPG is used to cap-
ture delayed rewards, and rule-based schemes are used to
incorporate our insights to explore a cost-efficient feasible
solution. This algorithm is rigorously proven to output so-
lutions with bounded approximation guarantees in general
cases. In particular, it conditionally achieves a constant
approximation ratio in most realistic scenarios.

� Extensive simulation results driven by Alibaba trace show
that, compared with the state-of-the-art solution, RuleDRL
can save the total cost by up to 65.67% and improve the
SFC acceptance ratio by up to 82%.

The rest of the paper is organized as follows. Section II
briefly introduces the related work. Section III formulates the
problem we studied and proves its NP-hardness. RuleDRL is
proposed and analyzed in Section IV and evaluated in Section V.
Section VI concludes the paper.

II. RELATED WORK

This section summarizes and discusses related works in SFC
provision from two categories, i.e., Rule-based solutions and
DRL-based solutions.

A. Rule-Based Solution for SFC Provision

There is a series of works [9], [10], [11], [12], [13], [25],
[26] have investigated how to support SFC provisioning cost-
effectively, and efficient rule-based solutions are designed based
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TABLE I
SUMMARY OF RELATED RESEARCH

on expert insights. As pioneers, Potharaju et al. [7] revealed
that failures of network functions are attributable to software
or hardware failures and experimentally verified that backups
can effectively mask failures and maintain services. Then, the
authors in [9], [10] studied how many backups are required for
each VNF to ensure SFC reliability while minimizing backup
resource costs and propose rule-based algorithms to provide
backups for VNFs with the greatest reliability improvement
greedily. Further, considering the limited physical resources,
several studies [11], [12], [13], [25], [26] investigated how many
instances need to be allocated for each VNF and to which ESs
these instances should be deployed to meet service reliability
efficiently with resources, and proposed efficient rule-based
solutions. The above research has greatly promoted reliable
service provision, and a series of efficient rule-based algorithms
have been proposed. However, they ignore the limitations of
bandwidth and memory resources and the resource cost of
memory and bandwidth. Moreover, these rule-based solutions
make one-shot decisions, which fail to capture delayed rewards
brought by future SFC requests in dynamic environments.

B. DRL-Based Solution for SFC Provision

To cope with complex dynamic environments, several recent
works [19], [20], [21], [22], [23], [27] have investigated how
to apply DRL for service provisioning. As pioneers, in order
to ensure capacity constraints, the authors in [19], [20] added
penalties in the reward function to punish capacity violations.
Besides, to meet the flow conservation constraints, Pei et al. [21]
proposed an efficient rule-based scheme to generate a set of fea-
sible routing paths to ensure the flow conservation constraints,
and then DRL is used for routing and deployment decisions.
Similarly, Fan et al. [22] proposed a rule-based scheme to
generate a set of solutions satisfying capacity constraints and
then used DRL to select the best one. However, the reliability
requirements of SFCs are out of their concern. Considering
reliability, Khezri et al. [27] studied how to utilize DRL to deploy
VNFs in SFC to meet its reliability requirements. However, SFC
backups are beyond their concern, which fails to provide high
reliability for the service. A work closely related to our research
is [23], which investigated how to back up and deploy SFCs to
satisfy their reliability requirements. However, several assump-
tions sacrifice their practicality, such as hardware reliability
being homogeneous, software reliability being negligible, band-
width and memory resources being sufficient, and memory and

Fig. 2. System Framework.

bandwidth costs being negligible. These assumptions can lead
to frequent constraint violations and suboptimal solutions for
services with high-reliability requirements and heterogeneous
ESs. Moreover, the above-mentioned DRL-based schemes lack
theoretical guarantees.

Although existing works have studied how to achieve reliable
SFC, they ignore bandwidth and memory capacity, heteroge-
neous software and hardware reliability, or delayed reward in
dynamic environments. We summarize the differences between
this paper and existing work in Table I.

III. SYSTEM MODEL AND PROBLEM FORMULATION

This section introduces the system model, formulates the
reliable SFC provision problem, and analyzes its complexity.

A. Primer

1) System Model: As shown in Fig. 2, our system consists of
three components [28], which can be modeled as follows.

SFC: SFC is the abstraction of the service and consists
of multiple VNFs, which can be implemented on commodity
servers via virtual machines or containers. In the system, SFC
requests arrive one by one. Let Si denote the i-th SFC request,
and I denote the set of SFC requests. Each SFC request Si has
a reliability requirement �i, and it consists of a set of VNFs
Vi, where the j-th VNF is denoted as vi,j . Each VNF vi,j has
software reliability ri,j , demand computing resources ci,j , and
memory resources mi,j . After a service’s traffic is processed by
a VNF, it may vary in size [29], and the outgoing traffic from
the VNF vi,j is denoted as bi,j .
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NFVI: NFV Infrastructure (NFVI) includes diverse physical
resources, such as compute, memory, and bandwidth resources,
that are virtualized as virtual resources to support flexible VNF
execution. In NFVI, there is a set of ESs E , each ES e ∈ E with
hardware reliability re has Ce units of computing resources and
Me units of memory resources. In addition, we use κe and ζe to
denote the costs per unit of computing resources and memory
resources, respectively [30], [31]. LetL denote the set of overlay
links connecting the ESs. Each link (e, e′) ∈ L has a capacity
Be,e′ and incurring a cost τe,e′ per unit bandwidth resource [32].

MANO: NFV Management and Orchestration (MANO) is
owned by service providers and is responsible for orchestrating
and managing virtualized computing, memory, and bandwidth
resources in NFVI. Once an SFC request arrives, MANO deter-
mines how to implement it on NFVI, continuously monitors the
implemented service, and recovers the failure accordingly. The
MANO is implemented by fault-tolerant SDN controllers [33],
[34], [35] and can be considered reliable.

2) Backup Strategies: To support highly reliable services,
there are two typical backup strategies, i.e., on-site backup and
off-site backup [26], [36]. The on-site backup refers to providing
backup instances in the same ES as the primary VNF instance to
mask the VNF instance failures, and it can be restored quickly.
However, in this case, the VNF reliability is limited by ES
reliability. Once an ES fails, all VNF instances on the ES fail.
The off-site backup refers to providing backup instances on
geographically separated ESs for the primary VNF instance,
which can provide higher reliability and is suitable for appli-
cations with high-reliability requirements. Therefore, similar
to [10], this backup strategy is adopted in our research to support
mission-critical applications with high-reliability requirements.

3) Reliable SFC Provision: In our dynamic environment, the
SFC request arrives one by one, and we need to implement
them on NFVI, and after the SFC is deployed, the traffic is
forwarded along this SFC. Besides, to meet the SFC reliability
requirements, each VNF may also need to be added with backup
instances. Therefore, reliable service provisioning involves three
decisions: 1) how many instances (backup and primary) are
needed for each VNF; 2) which ESs should these instances
be deployed to; 3) which VNF instances should be selected
as the primary instances for forwarding traffic. An example
is illustrated in Fig. 2, in which a service is abstracted as an
SFC, Network Address Translator (NAT) → Fireware (FW)
→ Intrusion Detection System (IDS). Their VNF instances are
deployed to ESs A, B, C, D, where the instances deployed
to ESs A, B, and C are selected as primary instances for
forwarding traffic, and the instance deployed to ES D is used
as a backup to improve reliability to meet service reliability
requirements. The notations to be used are listed in Table II.

B. Problem Formulation

In our research, we investigate how to achieve SFC provi-
sioning in dynamic environments to meet service reliability
requirements while minimizing resource costs under limited
resource capacity. Next, we analyze and formulate the cost,
reliability, and capacity models.

TABLE II
SUMMARY OF NOTATIONS

1) Cost Model: Implementing SFC to NFVI will incur fi-
nancial costs, including computational, bandwidth, and memory
costs [20], [37]. Specifically, deploying a VNF on an ES will
incur computational and memory resource costs [30], [31], while
forwarding traffic between primary VNF instances will incur
bandwidth resource costs [32].3 Then, the resource cost of SFC
Si can be defined as

Ci =
∑
j∈Vi

∑
e∈E

ci,jκex
i,j
e +

∑
j∈Vi

∑
e∈E

mi,jζex
i,j
e

+
∑
j∈Vi

∑
e,e′∈L

bi,jτe,e′z
i,j
e,e′ , ∀i ∈ I, (1)

where xi,j
e is a binary variable indicating whether the instance

of VNF vi,j is deployed to ES e, and zi,je,e′ is a binary variable
indicating whether the traffic from VNFvi,j traverses link (e, e′).

2) Reliability: Similar to [39], we define reliability as the
probability that an item performs the required function without
failure.

For each SFC, once a VNF fails, the entire SFC fails [40].
Similar to [9], [10], [23], [41], we consider that the virtual link
connecting VNFs is reliable, which is reasonable.4 Then, the
reliability constraint can be formulated as

Ri =
∏
j∈Vi

Ri,j ≥ �i, ∀i ∈ I, (2)

3It should be noted that we only consider the bandwidth cost of forwarding
between the primary VNFs. This is because the reliability of VNF software and
ES hardware is generally higher than 0.99 [7], [38], which means that the traffic
being forwarded to the backup instance is negligible.

4According to [42], more than 90% of the underlying links fail no more than
once every 5709 hours. The virtual link can be restored quickly (within 100ms)
by re-planning an underlying path [43]. That is, the reliability of the virtual link
is about 2 ∗ 10−8, which is negligible for 5G mission-critical applications with
reliability requirements not exceeding 10−6[8].
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where Ri and Ri,j indicate the reliability of SFC Si and VNF
vi,j respectively.

For each VNF, its instances may be deployed on different ESs.
A VNF fails only when its instance fails on all ESs [11]. Then,
the VNF reliability can be derived as

Ri,j = 1−
∏
e∈E

(1−Ri,j
e ), ∀i ∈ I, j ∈ Vi, (3)

where Ri,j
e indicates the reliability of VNF vi,j on ES e.

Once a VNF instance is deployed to an ES, it fails when its
VNF instance has a software failure, or the ES has a hardware
failure [25]. Thus, the reliability of VNF vi,j on ES e can be
denoted as

Ri,j
e = ri,jrex

i,j
e , ∀i ∈ I, j ∈ Vi, e ∈ E , (4)

where xi,j
e is a binary variable indicating whether VNF vi,j is

deployed on ES e.
3) Capacity: In NFVI, physical resources are limited, in-

cluding bandwidth, memory, and computing resources. The
resource capacity constraints can be formulated as∑

i∈I

∑
j∈Vi

ci,jxi,j
e ≤ Ce, ∀e ∈ E , (5)

∑
i∈I

∑
j∈Vi

mi,jxi,j
e ≤ Me, ∀e ∈ E , (6)

∑
i∈I

∑
j∈Vi

bi,jzi,je,e′ ≤ Be,e′ , ∀(e, e′) ∈ L. (7)

4) SFC Completeness: For each SFC, each of its VNFs needs
to be deployed with at least one instance as the primary instance
for forwarding traffic to ensure service completeness, which can
be written as ∑

e∈E
xi,j
e ≥ 1, ∀i ∈ I, j ∈ Vi. (8)

5) Primary Instance: Each VNF in each SFC has a primary
instance for forwarding its traffic (9), and other instances serve
as backup instances. The instance on ES e can be served as the
primary instance of VNF vi,j only if the instance of the VNF
is deployed on the ES (10). The traffic from VNF vi,j traverses
link (e, e′) only if its primary instance is deployed to ES e and
the primary instance of its successor VNF vi,j+1 is deployed to
ES e′ (11). The above conditions can be formalized as∑

e∈E
yi,je = 1, ∀i ∈ I, j ∈ Vi, (9)

xi,j
e ≥ yi,je , ∀i ∈ I, j ∈ Vi, e ∈ E , (10)

zi,je,e′ = yi,je yi,j+1
e′ , ∀i ∈ I, j ∈ Vi, (e, e′) ∈ L, (11)

where yi,je is a binary variable indicating whether the instance of
VNF vi,j deployed on ES e is selected as the primary instance.

Thus, the offline version of the reliable SFC provision (RS-
FCP) problem in dynamic environments can be formulated as

min
xi,j
e ,yi,j

e ,zi,j

e,e′

∑
i∈I

Ci

s.t. (1), (2), (3), (4), (5), (6), (7), (8), (9), (10), (11),

xi,j
e ∈ {0, 1}, yi,je ∈ {0, 1}, zi,je,e′ ∈ {0, 1}.

C. Problem Complexity

1) Hardness Result: We first prove that it is NP-hard to
determine whether RSFCP problem has a feasible solution and
then prove that it is still NP-hard when all SFC requests are
accepted.

Theorem 1: It is strongly NP-hard to determine whether there
is a feasible solution for RSFCP problem.

Proof: This theorem can be proven by showing that a spe-
cial case of RSFCP problem is equivalent to the minimized
version of the general assignment problem (MinGAP) [44].
We assume |I| = 1, Me = Be = ∞, �i = ζe = τe,e′ = 0, ∀i ∈
I, e ∈ E , (e, e′) ∈ L. In this case, our problem is equivalent to
the MinGAP problem; determining whether it has a feasible
solution has been proved to be strongly NP-hard. Therefore, our
problem is also strongly NP-hard. �

Theorem 2: Assuming all SFCs are accepted, RSFCP prob-
lem is NP-hard.

Proof: This theorem can be proved by showing that a
special case of RSFCP problem is equivalent to a classical
NP-hard problem, i.e. the 0-1 knapsack problem [45]. We
assume |Vi| = 1, Me = Be = ∞, �i = ζe = τe,e′ = 0, ∀i ∈
I, e ∈ E , (e, e′) ∈ L. Besides, there are two ESs A and B,
in which κA = 0 and CB = ∞. In this case, our problem is
equivalent to the 0-1 knapsack problem [45]. For brevity, the
formal proof is omitted. �

Unless P = NP, the above theorems rule out polynomial time
algorithms for this problem, even when all SFC requests are
accepted. Although there are approximation algorithms [46] for
the 0-1 knapsack problem, RSFCP problem cannot be effectively
solved by these algorithms due to the following pain points.

2) Pain Points: The existing solutions to the above combi-
natorial optimization problems in dynamic environments can be
divided into two categories: rule-based solutions and data-driven
DRL. The pain points of these solutions to handle RSFCP
problem are revealed as follows.

Rule-Based Heuristic: Rule-based heuristics are widely used,
which leverage expert insights to explore high-quality solutions
subject to constraints. However, rule-based schemes are difficult
to handle our problem efficiently for the following reasons.
i) Rule-based heuristics make one-shot decisions and fail to
capture delayed rewards in dynamic environments brought by
future arriving SFCs. Besides, future SFC requests are difficult
to predict precisely. ii) In RSFCP problem, backup, deployment,
and primary VNF selection decisions are coupled to determine
resource cost and reliability due to heterogeneous factors, in-
cluding hardware and software reliability, resource cost, and
capacity. For such a complex problem, effective insights are dif-
ficult to obtain to guide the exploration of high-quality solutions,
even for experts.

DRL: DRL is designed to handle complex dynamic envi-
ronments, which can effectively capture delayed rewards, and
extract hidden rules from complex environments using neural
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Fig. 3. Algorithm framework.

networks [47]. However, there are several challenges in applying
DRL to RSFCP problem. i) DRL interacts with the environ-
ment in a trial-and-error manner to learn the rules hidden in
the environment; this may lead to frequent constraint viola-
tions, including capacity, reliability, and SFC completeness con-
straints. This means service performance degradation and SLA
(service-level agreement) violations, which are unacceptable for
mission-critical services. ii) In our problem, the solution space
is huge,5 and random initialization usually leads to a poor initial
solution, which in turn leads to long training times, trapping in
poor local optima, or even failure to converge, as shown in Fig. 1.

To address these challenges, we next design RuleDRL, which
leverages both strengths.

IV. ALGORITHM DESIGN

This section designs RuleDRL algorithm, which combines
the strengths of rule-based heuristics and DRL, where DRL is
used to capture delayed rewards and extract hidden rules from
complex environments, while the rule-based heuristic is used
to make high-quality decisions without violating constraints.
Specifically, we first introduce the algorithm framework, then
introduce the details of the algorithm, and finally demonstrate
its theoretical properties.

A. Algorithm Framework

To capture delayed rewards in dynamic environments, the
reinforcement learning (RL) framework is adopted, as shown
in Fig. 3. The framework consists of two entities, i.e., the agent
and the environment, where the agent discovers the state from
the environment, takes action based on the state, and acts on
the environment. Then, the environment gives corresponding
rewards according to the quality of the action. Finally, the agent
updates the policy based on the feedback reward, aiming to
maximize the expected cumulative reward.

In DRL, the agent explores the environment in a trial-and-
error manner, and the neural network’s output acts directly
on the environment as an action, which can lead to frequent
constraint violations, especially for our problem with many con-
straints. Inspired by the relaxation and rounding schemes [48],

5For example, the solution space contains 21000 = 10301 solutions when
|I| = 10, |Vi| = 5, |E| = 10.

it solves the relaxed integer linear programming to produce a
fractional solution and rounds this fractional solution based on
expert insight to obtain a high-quality solution that satisfies the
constraints.6 We utilize a typical DRL algorithm for capturing
delayed rewards, called DDPG, which can deal with our problem
with continuous states and large-scale discrete actions (details in
the next subsection). After capturing the delayed reward, DDPG
outputs a fractional solution to guide the rule-based scheme
to make decisions. Then, we make a backup, deployment, and
primary VNF selection decision based on our insights and the
fractional solution to obtain a high-quality solution that satisfies
all constraints. Finally, this decision is applied to the environ-
ment as an action.

B. RL Model

The essential elements required by RL can be described by a
tuple 〈S,A,R〉, referring to the state space, action space, and
reward, respectively. We define these three elements as follows.

State: As shown in Fig. 3, the state in the environment
includes information about that newly arrived SFC request
and NFVI, i.e., S = 〈�i, r

i,j , bi,j , ci,j ,mi,j , κe, ζe, re, τe,e′ ,
Be,e′ , Ce,Me, ∀j ∈ Vi, e ∈ E , (e, e′) ∈ L〉. In this case, the size
of the state is 4|Vi|+ 5|L|+ 2|E|+ 1. Obviously, the change
in SFC length leads to a change in state size, which leads to a
mismatch with the fixed neural network input layer. To address
this challenge, we express the state of the SFC in a redundant
manner. According to [49], the length of SFC does not exceed
7, and we can use a fixed length to describe the state of SFC;
if the length of SFC is less than 7, we fill it with zero. Then,
S=〈�i, r

i,j , bi,j , ci,j ,mi,j , κe, ζe, re, τe,e′ , Be,e′ , Ce, Me, ∀j∈
{1, . . ., L}, e ∈ E , (e, e′) ∈ L〉, where L denotes the maximum
SFC length. Then, the state size is 4L+ 5|L|+ 2|E|+ 1.

Action: The action is output by the agent, which is responsible
for making backup, deployment, and primary VNF instance
selection decisions. In a dynamic environment, SFC requests
arrive one by one. Once an SFC request Si arrives, we need to
determine whether to deploy instances on each ES for each VNF
in the SFC, and which VNF instances are selected as the primary
instance to forward traffic. Then, the action can be formu-
lated as,A = 〈xi,j

e , yi,je , ∀j ∈ Vi, e ∈ E , (e, e′) ∈ L〉. Similar to
state representation, we respond to changing action sizes in a
redundant manner. Then, A = 〈xi,j

e , yi,je , ∀j ∈ {1, . . ., L}, e ∈
E〉. The state size is 2L|E|.

Reward: The reward is feedback from the environment that
indicates the action’s quality. We designed the reward function
based on RSFCP problem. On the one hand, RSFCP problem
aims to minimize the total resource cost, and the higher the total
resource cost, the smaller the reward should be. On the other
hand, once a decision violates the constraint in RSFCP problem,
it may reject the SFC request because of the unacceptable
performance degradation for mission-critical applications. This
will cause economic losses, and it should be punished. Based

6It should be noted that relaxation and rounding schemes fail to capture
the delayed reward brought by the future SFC. The challenge is that the
nonlinear integer programming has too many constraints, which is extremely
time-consuming to solve.
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on the above analysis, the reward function can be formalized as
R = −Ci − Poi, where oi indicates whether the SFC request
Si is satisfied, P is the penalty value.

C. RuleDRL Algorithm

1) DDPG Algorithm: As modeled above, the state is con-
tinuous, and the action is large-scale discrete. Therefore, we
apply DDPG, which can deal with both continuous states and
large-scale discrete states. After specifying the state, action, and
reward, the DDPG is determined. However, as shown in Fig. 1,
the result directly output by DDPG may fall into poor local
optima and frequently violate constraints due to random explo-
ration in the huge solution space. Therefore, in our algorithm, the
output of DDPG is not directly used as an action. Instead, DRL is
responsible for outputting a fractional solution that guides sub-
sequent the rule-based heuristic to make decisions. The output of
DDPG can be defined as A′ = 〈xi,j

e , yi,je , ∀j ∈ {1, . . ., L}, e ∈
E〉, where xi,j

e and yi,je are fractions, as a preference indicator,
the larger the value, the more preferred.

Next, we briefly explain how DDPG captures the delayed
reward as follows. In DDPG, there are two types of networks
called actor networks and critic networks. The actor network
with parameter θA is used to output an action based on the
current state, and the critic network with parameter θA is used
to evaluate the value of the state. The state value indicates the
expectation of future rewards for that state and is used to capture
the delayed reward. Then, the reward obtained after taking action
can be expressed as Ψi = Ri + γQ(Si+1, θ

A, θC), where Ri

denotes its immediate reward, γ denotes its discount factor,
and Q(Si+1, θ

A, θC) denotes its state reward, which implies the
expectation of its future reward. Q(Si+1, θ

A, θC) is dependent
on the state Si+1, the actor network, and the critic network.7 In
this way, both immediate and delayed rewards can be captured.
The details of DDPG are omitted for brevity; refer to [24] for
details.

2) Rule-Based Algorithm: The rule-based algorithm is re-
sponsible for finding a high-quality (low resource cost) solution
that satisfies all constraints, including capacity constraints, SFC
completeness constraints, and reliability constraints. This algo-
rithm is designed to make SFC backup, deployment, and primary
VNF instance selection decisions based on our insights and the
fractional solution output by DDPG.

In RSBD problem, the key issue is satisfying the SFC relia-
bility. To this end, we give the following result.

Lemma 1: The reliability of each SFC is limited by its compo-
nent VNF with the lowest reliability, that is, Ri ≤ minj∈Vi

Ri,j .
Proof: According to (2), we have

Ri =
∏
j∈Vi

Ri,j ≤ min
j∈Vi

Ri,j , (12)

where the second inequality is due to 1 > Ri,j > 0. �

7It should be noted that information about NFVI in stateSt+1 can be obtained
by taking action in a simulated environment, such as updating the corresponding
resource capacity. The information about the next SFC request in St+1 can be
obtained from the request buffer in MANO [50]. If there is no SFC request in
the buffer, we randomly select an SFC request from the historical requests and
treat it as the next arriving request to get Q(Si+1, θ

A, θC).

Algorithm 1: RuleDRL Algorithm.
Input:
�i, r

i,j , bi,j , ci,j ,mi,j , κe, ζe, re, τe,e′ , Be,e′ , Ce,Me.
Output: oi, xi,j

e , yi,je .
1: xi,j

e , yi,je ↼ call DDPG;
2: Initialize xi,j

e ↼ 0, yi,je ↼ 0, ∀j ∈ {1, . . ., L}, e ∈ E ;
3: oi ↼ 1; Ri ↼ 0;
4: Ri,j ↼ 0, ∀j ∈ Vi;
5: Ψj ↼ {e, ∀e ∈ E}, ∀j ∈ Vi;
6: while Ri < �i do
7: Ψj ↼ Ψj − {e, ∀e ∈ Ψj |ci,j > Ce ∨mi,j >

Me}, ∀j ∈ Vi;
8: j′ ↼ argminj∈Vi,Ψj !=∅ Ri,j ;
9: if j ′ = None then

10: break;
11: end if
12: e ↼ argmaxe∈Ψj′ xi,j′

e ;
13: xi,j′

e ↼ 1;
14: Ψj′ ↼ Ψj′ − e;
15: Update reliability Ri, Ri,j , and update available

resources Me, Ce;
16: end while
17: if Ri ≥ �i then
18: for j ∈ Vi do
19: F ↼ {e′, ∀e′ ∈ E|xi,j−1

e = 1 ∧ xi,j
e′ = 1 ∧Be,e′ ≥

bi,j , ∀(e, e′) ∈ L};
20: yi,je ↼ 1, e = argmaxe∈F yi,je ;
21: Update available resources Be,e′ ;
22: end for
23: end if
24: if Ri < �i or

∑
j∈Vi yi,je < |Vi| then

25: oi ↼ 0; xi,j
e ↼ 0; yi,je ↼ 0, ∀j ∈ Vi, e ∈ E ;

26: end if

This lemma inspires us to add backups for the VNF in SFC
with the lowest reliability (and available resources allow it to
add additional backups), which can effectively improve SFC
reliability. Its details are described in the next subsection.

3) Algorithm Description: The RuleDRL algorithm is shown
in Algorithm 1, which is triggered by the arrival of a new SFC.
First, we call DDPG to obtain a fractional solution and initialize
decision variables and reliability. Then, we initialize the set of
ESs that are candidates to add backups for each VNF. Moreover,
we greedily add backups for the VNF with the lowest reliability
on the candidate ES with the largest fractional solution. During
this process, we exclude those candidate ESs that violate capac-
ity constraints. This process terminates until the SFC reliability
is satisfied or there is no candidate ESs for adding backups.
Further, we select the VNF instance as the primary instance for
forwarding traffic, which has sufficient bandwidth resources and
the largest fractional solution. Finally, we reject the SFC request
if the constraint is violated.
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D. Algorithm Analysis

1) Computational Complexity: In RuleDRL algorithm, the
computational complexity in the offline training process is
proportional to the size of the training data and the training
period. After offline training, we can leverage the trained model
to perform online inference, i.e., determine how to back up,
deploy and select the primary VNF instance for newly arrived
SFC requests. Since the offline training process is run offline,
we mainly focus on the computational complexity in the online
running process [19], [21].

Assume that there are N hidden layers in the neural network
in RuleDRL, each layer contains M neurons.

Theorem 3: In RuleDRL algorithm, the online process runs
in O(NL|E|+N |L|+MN2 + L|E|2 + L2|E|).

Proof: As shown in Algorithm 1, we first call DDPG to
obtain the fractional solution, and its complexity depends on
the structure of the neural network. The state is fed into the
input layer, which has size L+ 5|L|+ 2|E|+ 1. The action is
output by the output layer, which has size 2L|E|. Therefore,
this process runs in O(N(L|E|+ |L|+MN)). Then, the al-
gorithm initializes the parameters in O(L|E|). Further, in the
worst case, the algorithm greedily runs in O(L|E|2 + L2|E|) for
adding backups to the VNF with the least reliability. Besides,
the algorithm selects the primary VNF in O(L|E|). Finally, the
algorithm resets the parameters inO(L|E|) when the constraints
cannot be satisfied. Based on the above analysis, RuleDRL runs
in O(NL|E|+N |L|+MN2 + L|E|2 + L2|E|). �

Notably, the complexity of our algorithm is acceptable, which
is further verified by simulation results.

2) Algorithm Approximation: Next, we establish the approx-
imation ratio of our proposed algorithm in general cases.8 To
facilitate the theoretical analysis, we define the following vari-
ables,

ξ = min{re, ∀e ∈ E}, η = min{ri,j , ∀j ∈ Vi},
�max = max{�i, ∀i ∈ I}, κmin = min{κe, ∀e ∈ E},
κmax = max{κe, ∀e ∈ E}, ζmin = min{ζe, ∀e ∈ E},
ζmax = max{ζe, ∀e ∈ E}, τmin = min{τe,e′ , ∀(e, e′) ∈ L},
τmax = max{τe,e′ , ∀(e, e′) ∈ L}. (13)

In the following theorem, we analyze the performance of
RuleDRL in the general case, where all SFC requests are ac-
cepted.9

Theorem 4: Assuming that all SFC requests are accepted,
RuleDRL algorithm is a max{�log1−ξη(1− (�max)

1
L ) +

8The approximation ratio of an algorithm refers to the ratio between the result
obtained by the algorithm and the optimal cost or profit [51]. In this article, the
approximate ratio refers to the ratio between our algorithm and the optimal
solution in terms of the total resource cost.

9In the real-world scenario, the service provider is obliged to accept all
SFC requests for turnover. Although the resources of each ES are limited, the
resources of massive distributed ESs have sufficient resources to support SFC
backup, deployment, and routing.

1�κmax

κmin
, �log1−ξη(1− (�max)

1
L ) + 1� ζmax

ζmin
, τmax

τmin
}-

approximation algorithm.
Proof: According to (1), (8), (9), (11), the resource cost of

SFC Si in the optimal solution satisfies

C̃i ≥ κmin

∑
j∈Vi

(ci,j
∑
e∈E

x̃i,j
e ) + ζmin

∑
j∈Vi

(mi,j
∑
e∈E

x̃i,j
e )

+ τmin

∑
j∈Vi

∑
e,e′∈L

bi,j z̃i,je,e′

≥ κmin

∑
j∈Vi

ci,j + ζmin

∑
j∈Vi

mi,j + τmin

∑
j∈Vi

bi,j . (14)

where x̃i,j
e , z̃i,je,e′ denote the optimal decision.

Since the accepted SFC request satisfies the constraints, based
on (9), (11), the resource cost of SFC Si in RuleDRL satisfies

Ci ≤ κmax

∑
j∈Vi

(ci,j
∑
e∈E

xi,j
e ) + ζmax

∑
j∈Vi

(mi,j
∑
e∈E

xi,j
e )

+ τmax

∑
j∈Vi

bi,j . (15)

The reliability of the SFC can be improved by adding backups
to its VNFs. Intuitively, a limited number of instances are needed
to satisfy the specified SFC reliability. That is,

∑
e∈E x

i,j
e is

bounded, it is proved as follows.

We first declare that once minj∈Vi{Ri,j} ≥ �i)
1

|Vi | , then the
SFC reliability is satisfied (Ri ≥ �i). This can be formally
proved as follows.

Based on (2), we have

Ri =
∏
j∈Vi

Ri,j ≥
∏
j∈Vi

min
j′∈Vi

Ri,j′

≥
∏
v∈Vi

(�i)
1

|Vi | = �i, j ∈ Vi. (16)

Define R̂i,j as the reliability of VNF vi,j before its last
instance is added. We also define x̂i,j

e as the backup and de-
ployment decision for VNF vi,j before its last instance is added.
Then, we have∑

e∈E
x̂i,j
e + 1 =

∑
e∈E

xi,j
e , ∀i ∈ I, j ∈ Vi. (17)

In RSBD algorithm, we iteratively add backups to the VNF
with the lowest reliability until the SFC reliability is satisfied.
Obviously, once a VNF needs to be additionally added instances,

its reliability is lower than (�i)
1

|Vi | . Then, we have

R̂i,j < (�i)
1

|Vi | < (�max)
1

|Vi | , ∀i ∈ I, j ∈ Vi. (18)

Based on (3), (4), we have

R̂i,j = 1−
∏
e∈E

(1− ri,jrex̂
i,j
e ) ≥ 1−

∏
e∈E

(1− ξηx̂i,j
e )

= 1−
∏
e∈E

(1− ξη)x̂
i,j
e = 1− (1− ξη)

∑
e∈E x̂

i,j
e , (19)
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where the third equation is obtained because the value of x̂i,j
e ∈

{0, 1}.
Further, by taking the logarithm of (19), we have
∑
e∈E

x̂i,j
e ≤ log1−ξη(1− R̂i,j) ≤ log1−ξη

(
1− (�i)

1

|Vi |
)
, (20)

where the second inequality is obtained by (18).
Obviously, based on (17), (20), we have
∑
e∈E

xi,j
e =

∑
e∈E

x̂i,j
e + 1 ≤ log1−ξη

(
1− (�max)

1

|Vi |
)
+ 1.

(21)

Since xi,j
e ∈ {0, 1},

∑
e∈E x

i,j
e is also an integer. Then,

∑
e∈E

xi,j
e ≤

⌊
log1−ξη

(
1− (�max)

1

|Vi |
)⌋

+ 1

≤
⌊
log1−ξη

(
1− (�max)

1
L

)⌋
+ 1. (22)

Then, based on (15), (22), we have

Ci ≤
(
�log1−ξη(1− (�max)

1
L )�+ 1

)
·
⎛
⎝κmax

∑
j∈Vi

ci,j

+ ζmax

∑
j∈Vi

mi,j

⎞
⎠+ τmax

∑
j∈Vi

bi,j . (23)

Finally, the approximate ratio of RuleDRL algorithm is

α=

∑
i∈I Ci∑
i∈I C̃i

≤max

{
�log1−ξη

(
1− (�max)

1
L

)
+ 1�κmax

κmin
,

�log1−ξη(1− (�max)
1
L ) + 1�ζmax

ζmin
,
τmax

τmin

}
.

�
Specially, we discuss the approximate performance of Rule-

DRL algorithm in realistic cases.
Corollary 4.1: RuleDRL algorithm is a max{5κmax

κmin
,

5 ζmax

ζmin
, τmax

τmin
}-approximate algorithm in the realistic case, where

�max ≤ 0.999999, η ≥ 0.99, ξ ≥ 0.99, L ≤ 7.10

Proof: In the above realistic case, we have

�log1−ξη (1− (�max)
1
L )� ≤ �log1−0.99·0.99(1− 0.999999

1
7 )�

= �4.03� = 4. (24)

Then, based on Theorem 4, the approximate ratio satisfies

α ≤ max

{
5
κmax

κmin
, 5

ζmax

ζmin
,
τmax

τmin

}
. (25)

�

10As shown in [8], the reliability requirement of mission-critical services is
distributed in [0.99-0.999999], where �max ≤ 0.999999. Besides, ES hard-
ware downtime is about 29 hours per year [38], implying reliability of 0.9967,
which is clearly in line with ξ ≥ 0.99. Moreover, the reliability of service soft-
ware is distributed in [0.99041-0.9999], which is also consistent with η ≥ 0.99).
Finally, the typical SFC length is less than 7, that is, L ≤ 7.

In real-world scenarios, the cost differences per unit of com-
puting, memory, and bandwidth resources are bounded by con-
stants [30], [31], [32]. That is to say, κmax

κmin
= ε1, ζmax

ζmin
= ε2,

τmax

τmin
= ε3, where ε1, ε2, ε3 are constants. In this case, α =

max{5ε1, 5ε2, ε3}. That is, in real-world scenarios, our algo-
rithm has a constant approximation ratio.

We further consider a special case where ESs are isomor-
phic in computation cost, memory cost, and links are isomor-
phic in bandwidth cost. That is, κe = κe′ , ∀e ∈ E , e′ ∈ E ; ζe =
ζe, ∀e ∈ E , e′ ∈ E ; τe,e′ = τe′′,e′′′ , ∀(e, e′) ∈ L, (e′′, e′′′) ∈ L. In
this case, κmin = κmin, ζmax = ζmin, τmax = τmin. Based on
Corollary 4.1, we have α ≤ max{5, 5, 1} = 5. This means that
the resource cost of our algorithm does not exceed 5 times the
optimal solution. In the evaluation, we further verify with the
results that our algorithm can well approach the optimal solution.

V. EVALUATION

In this section, we first present the evaluation settings, then
analyze and discuss the simulation results.

A. Settings

Evaluation Environment: We implement a Python-based sim-
ulator and use PyTorch to build the machine learning framework.
All simulations are conducted on a computer with 40-Core In-
tel(R) Xeon(R) CPU @ 2.40 GHz, 125G RAM, and an NVIDIA
Geforce RTX 3090 GPU.

Service Function Chain: The SFC consists of 1-7 VNFs [49].
The computational, memory, and bandwidth resource costs re-
quired by each VNF are derived from the Alibaba cluster-trace-
v2018 trace data [52]. Besides, the software reliability of VNFs
is distributed in [0.999,0.99999] [7]. Moreover, the reliability
requirements of SFCs are distributed in [0.99, 0.999,0.9999,
0.99999, 0.999999] [8].

NFVI: In NFVI, there are 30 ESs, which are interconnected by
overlay links. The bandwidth capacity of each link, as well as the
computing resource and memory resource capacity of each ES
are also derived from the Alibaba cluster-trace-v2018 trace data.
The hardware reliability is distributed in [0.999− 0.99999],
which is obtained from typical infrastructure providers [53]. The
cost per unit of computing and memory resources on each ES
is distributed between 1-10 units, and the cost of bandwidth
resources on each link is distributed between 1-10 units [30],
[31], [32].

Parameters: Each neural network has three layers, and each
hidden layer contains 1024 neurons [54]. The learning rates for
Actor and Critic are 0.001 and 0.003 [55], respectively. The
discount factor is 0.99. The penalty parameter P is set as 1000,
which is based on the resource cost. The above parameters are
adopted as default settings unless otherwise specified. All the
data points are collected from 100 runs.

Algorithms Comparison: We evaluate RuleDRL with the fol-
lowing algorithms.
� Rule-Based: This is a simplified version of our algorithm;

the rule-based scheme is used to add backups to the VNFs
with the lowest reliability and deploy these instances to
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Fig. 4. Compared with the optimal solution.

the ESs with the greatest reliability improvement, with no
capacity violations.

� DDPG: This algorithm is a simplified version of our algo-
rithm, where DDPG [24] outputs an integer solution.

� RDSSAI: This is an improved version of RDSSA [23],
where DRL is used to make deployment decisions.

� SAB [13]: The algorithm first provides a static backup for
each VNF in the SFC, and dynamically adds backups for
failed VNFs.

� DRL-D [22]: The algorithm utilizes a DRL-based approach
to deploy each VNF in the SFC without violating capacity
constraints in a resource-efficient manner.

� Optimal solution: The optimal solution is obtained by
exploring the solution space via the branch and bound
method.

B. Simulation Result

1) Optimality: We evaluated the optimality of our algorithm
by comparing it with the optimal solution in total cost and
execution time under different numbers of SFCs. Since solving
the optimal solution is time-consuming, we set |E| = 5, |Vi| =
1, |I| ∈ [1, 5], which is a small scale special case. The simulation
results are shown in Fig. 4.

As shown in Fig. 4(a), the total cost of RuleDRL is close to the
optimal solution. For example, when there are 5 SFCs, the total
cost of RuleDRL is 187.72, and the optimal solution is 157.08.
That is, our algorithm is 16.31% away from the optimal solution.
It should be noted that the optimal solution is obtained by ex-
ploring the solution space, which has known information about
all future SFCs. However, in the real environment, information
about the future SFC is difficult to obtain accurately. Therefore,
we believe that RuleDRL is good in optimality. Besides, solving
the optimal solution exhibits exponential growth as the number
of SFC requests increases, as shown in Fig. 4(b). This is because
as the number of SFC requests increases, the solution space

Fig. 5. Compared with other solutions in total cost.

grows exponentially, and exploring optimal solutions in such a
large solution space is extremely time-consuming. When there
are 5 SFCs, it takes 1275.5 s to explore the optimal solution,
while RuleDRL only takes 5.8 ms. It should be noted that we
do not provide the optimal solution in the following simulations
because it is extremely time-consuming.11 The above results
verify that our algorithm has good optimality and is significantly
better than the optimal solution in terms of execution time.

2) Superiority: We evaluate the superiority of our algorithm
by comparing it with existing works in terms of total cost and
SFC acceptance ratio, and the results are shown in Figs. 5 and
6. As shown in Fig. 5(a), our algorithm consistently outper-
forms other algorithms under different numbers of SFCs. For

11It should be noted that the solution space also exhibits exponential growth
as the SFC length and the number of ESs increase. In the following evaluation,
|E| ≥ 30, |Vi| ∈ [1, 7], |I| ≥ 5, which leads to unacceptable time to solve the
optimal solution even when |I| = 5 (no optimal solution was obtained after 10
hours of execution).
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Fig. 6. Compared with other solutions in SFC acceptance ratio.

example, when there are 25 SFCs, the total cost of Rule-Based,
RuleDRL, DDPG, RDSSAI, SAB, and DRL-D are 3806, 2756,
10612, 8005, 8127, and 14689, respectively. This means that our
algorithm can save the total cost by 27.589%, 74.03%, 65.67%,
66.09%, and 81.24%, compared with Rule-Based, DDPG, RDS-
SAI, SAB, and DRL-D. That is, our algorithm can save the
total cost by up to 65.67% compared to existing solutions.
The reason is that compared with Rule-Based, RuleDRL can
capture delayed rewards and has a stronger ability to extract the
rules behind RSFCP problem. Compared with DDPG, RDSSAI,
SAB, and DRL-D, RuleDRL can better cater to constraints and
avoid punishment caused by violating constraints.12 Besides,
DRL-D does not provide any backups, which leads to frequent
violations of reliability requirements and the highest total cost
due to penalties. And SAB provides a static backup for each

12It should be noted that once the requirements of an SFC request are violated,
it will be rejected, resulting in lost revenue and penalty costs.

VNF in each SFC, resulting in resource waste for SFCs with
low-reliability requirements. Moreover, the total cost of these
algorithms increases with the number of SFC requests since
more SFCs lead to more resource consumption. Similar results
can be found in Fig. 5(b), (c), and (d), where our algorithm
always outperforms other solutions in terms of total cost under
different numbers of ESs, SFC length and reliability require-
ments. As shown in Fig. 5(b), with the increase in the number
of ESs, the total cost of DDPG gradually increases, as random
exploration in DDPG leads to more backups to be deployed.
As shown in Fig. 5(c), as the length of SFC increases, the
total cost of our algorithm gradually increases, which is due
to more VNFs that need to be deployed, resulting in more
resource consumption. As shown in Fig. 5(d), as the reliability
requirements of SFC increase, the total cost of our algorithm
gradually increases, which is because more backups need to be
deployed to meet the SFC reliability requirement, resulting in
more resource costs. The above results verify that our algorithm
significantly outperforms existing algorithms in total cost.

As shown in Fig. 6(a), RuleDRL and Rule-Based can always
accept all requests, while DDPG, RDSSAI, SAB, and DRL-D
may reject requests frequently. For example, when there are 25
SFCs, the SFC acceptance ratios of DDPG, RDSSAI, SAB, and
DRL-D are only 93.6%, 70.4%, 46.4%, and 21.6%. This is be-
cause, in RDSSAI and DDPG, the DRL agent randomly explores
the solution space, which contains massive solutions that violate
constraints, including SFC completeness, capacity, and reliabil-
ity constraints. Frequent constraint violations lead to frequent
SFC requests to be rejected. In Rule-Based and RuleDRL, con-
straints are carefully checked before making decisions, and they
exploit rules to effectively prevent constraints from being vio-
lated. Besides, SAB provides a static backup for each VNF and
dynamically increases the backup when the VNF instance fails.
This is sufficient for requests with low-reliability requirements
but not for those with high-reliability requirements. When an
SFC request arrives, and both the primary and backup instances
of one of its VNFs fail, but the dynamically increased backup
has not yet been activated, it fails. Similar results can be found in
Fig. 6(b), (c), and (d), where our algorithm always outperforms
other solutions in terms of SFC acceptance ratio under different
number of ESs, SFC length and reliability requirements. As
shown in Fig. 6(d), RuleDRL and Rule-Based can still accept
all SFC requests under different reliability requirements. This
is because our algorithm dynamically allocates more backups
for SFC requests when its reliability requirements are higher.
When the SFC reliability requirement is 0.999999, RuleDRL can
improve the SFC acceptance ratio by 88%, 82%, 92%, and 100%
compared to DDPG, RDSSAI, SAB, and DRL-D. Besides, the
SFC acceptance ratios of DDPG, RDSSAI, SAB, and DRL-D
gradually decreased as the reliability requirements increased.
This is because software reliability is ignored in RDSSAI, which
leads to more and more SFC requests being rejected due to
reliability violations when SFC reliability requirements become
higher. Besides, in DDPG, higher reliability requirements lead
to more solutions in the solution space violating reliability
constraints, which in turn leads to random exploration exploring
more solutions violating the constraints. Moreover, SAB and
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Fig. 7. Compared to other solutions in convergence and execution time.

DRL-D fail to adapt to the differentiated reliability requirements
of SFCs, which leads to a decrease in their SFC acceptance
ratio as the reliability requirements become higher. The above
results verify that our algorithm is also superior to the existing
algorithms in SFC acceptance ratio.

3) Practicality: We evaluate the practicality of RuleDRL in
convergence and execution time during training and inference,
respectively, and the results are shown in Fig. 7. As shown
in Fig. 7(a), the figure above is a partial expansion of the
figure below. RuleDRL consistently outperforms the other five
algorithms, as guided by the rule-based scheme, starting with a
high-quality solution and converging to a better solution. This
benefits from the rule-based scheme, which prevents DRL from
exploring low-quality solutions. Besides, the total cost of RDS-
SAI is jittery with increasing training episodes due to frequent
penalties introduced by constraint violations. Moreover, the total
cost of DDPG is significantly higher than the other algorithms,
since its random initialization may produce a decision with a
large number of unnecessary, redundant backups, which is quite
costly. Besides, it gradually converges to a poor local optimum
since it needs to explore an extremely large solution space,
which is inefficient and prone to getting stuck in a poor local
optimum. Moreover, the total cost of DRL-D does not change
significantly, since it does not provide backup for any VNF in
each SFC, resulting in reliability violations and stable penalties.
As shown in Fig. 7(b), the execution time of SAB is significantly
longer than other algorithms, while our algorithm has a similar
execution time with RDSSAI, Rule-Based, DDPG, and DRL-D.
This is because SAB needs to utilize an optimizer to solve
a linear programming, which is time-consuming. When there
are 50 ESs, SAB algorithm requires 3.15 s to obtain a service
provision decision for an SFC request, while our algorithm only
requires 0.029 s, which is acceptable for service provision. The
above results verify that our algorithm has good practicality in
convergence and execution time.

Fig. 8. Accumulated rewards under different parameter settings.

4) Robustness: We evaluate the performance of RuleDRL
under different parameter settings, as shown in Fig. 8. As shown
in Fig. 8(a), RuleDRL tends to converge to a larger reward under
different hidden layer neuron settings. Besides, RuleDRL with
more hidden layer neurons tends to converge faster because
larger neural networks have a stronger fitting ability. As shown
in Fig. 8(b), RuleDRL still converges to a larger reward under the
different number of hidden layer settings. Moreover, RuleDRL
with more neural network layers tends to converge to larger
rewards, also due to the stronger fitting ability of larger neural
networks. Despite the above advantages, larger neural networks
result in longer training and inference times and may underfit
insufficient training sets. The above results show that our algo-
rithm can converge with different parameters over the training
epochs, showing good robustness.

VI. CONCLUSION

Achieving highly reliable SFCs in dynamic edge environ-
ments is challenging due to the delayed rewards brought by
future SFCs, limited infrastructure resources, and heterogeneous
hardware and software reliability. To capture these challenges,
we formulate the reliable SFC provision problem as a nonlin-
ear integer programming problem, prove its NP-hardness, and
reveal its pain points. To address this problem, we propose a
RuleDRL algorithm combining the advantages of both DRL
and rule-based schemes, where DRL is used to capture delayed
rewards in dynamic environments. The rule-based method is
based on our findings on the formulation of SFC reliability
and explores cost-efficient solutions to satisfy all constraints.
This algorithm is rigorously proved to output solutions with
bounded approximation guarantees in general cases. Extensive
trace-driven simulations verify that our algorithm significantly
outperforms the state-of-the-art solution in terms of resource
cost and SFC acceptance ratio.
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